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Basic Idea of GAN

* The data we want to generate has a distribution

Pdata (X)

-

High
Probability

Image
Space

Pyata (x)

\ Low

Probability




Basic Idea of GAN

* A generator G is a network. The network defines a
probability distribution.

Normal Pg (x) Pdata(x)
Distribution
: G
As close as
It is difficult to compute P;(x) possible

We can only sample from the

distribution.
https://blog.openai.com/generative-models/



Basic Idea of GAN

Normal
Distribution

Discri- It can be proofed that the
minatory == 1/0 Joss of the discriminator
related to JS divergence.




Basic Idea of GAN

Normal P.(x)

Distribution . @ g L") w

-
¥ | ?I

Discri- It can be proofed that the
==P minatory == 1/0 Joss the discriminator

“ related to JS divergence.




— Discriminator

| ntu ition - Data (target) distribution
Generated distribution

* Discriminator leads the generator




Original GAN The discriminator is flat

in the end.
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Source: https://www.youtube.com/watch?v=ebMei6bYeWw (credit: Benjamin Striner)



https://www.youtube.com/watch?v=ebMei6bYeWw

Algorithm Initialize 6 for D and 6, for G

* In each training iteration:

*ISample m examples {x1, x?, ..., x™} from data distribution

Pyata(x)
*ISample m noise samples {z%, z?, ..., 2™} from the prior
Pprior(z)
« |Obtaining generated data {¥1, %2, ..., ¥™}, ¥' = G(zi)
*|Update discriminator parameters 6, to maximize
-V = %Z}ﬁl logD(x') + %Z’iﬁl log (1 — D(fi))
* 0q < 04 +1VV(6,)
|Sample another m noise samples 1z, z
prior Pprior(Z)
Learning . Update generator parameters 6, to minimize

< . 7 =;—E’éﬁ%ﬂ@@+%2ﬁllog(l -0 (6())

Only 3
Once * 0, <0, — nVV(Hg)

Learning
D

Repeat
k times
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Reference

 Sebastian Nowozin, Botond Cseke, Ryota
Tomioka, "f-GAN: Training Generative Neural
Samplers using Variational Divergence

Minimization”, NIPS, 2016
* One sentence: you can use any f-divergence
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f-divergence P and Q are two distributions. p(x) and q(x)
are the probability of sampling x.

p(x) fis convex D.(P||Q) evaluates the
Ds(P = f
r(PIIQ) J 100f (CI(X)> f(1) = difference of P and Q

X

If p(x) = q(x) forall x
smallest — De(P||Q) = J q(x)f_uz dx =0

Dy(PlIQ) = | aGof (’;ExD

If P and Q are the same
distributions,

B
ecause f > f JM—dx D¢(P||@Q) has the

is convex o
X smallest value, which is O

=f(1) =0



f-divergence |
Df(P”Q) = J q(x)f (@) dx f is convex

) q(x) f(1)= 0
f(x) = xlogx KL
Ds(P||Q) = xf q(x)zg—jglog (%) dx = xf p(x)log <%> dx
f(x) = —logx Reverse KL
Dy (P||Q) = j q(x) (—log (%)) dx = f q(x)log (%) dx
flx) = (x— 1)x2 x Chi Square

- P\ [ (p@)—qm®)
D¢ (P[]Q) —fCI(X) (m—l) dx = 200 dx
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Fenchel Conjugate

2110) = [ atr (555 ax

fis convex, f(1) =0

X

* Every convex function f has a conjugate function f*

fre) = max ixt—f(x)}

m(f)

ffit) = max {xt; — f(x)}
fr(t;) = max {xt, — f(x)}

m(f)
X1ty — f(xl) f(t1)

Xl — f(xz) :

x3ty — f(x3)

tq

xedom(f)

x3t, — f(x3) 0 fr(t2)
Xaty; — f(x2)
x1t; — f(x1)

) t



. D, P10 = [ aGorf (2
Fenchel Conjugate J (s0)

fis convex, f(1)=0

* Every convex function f has a conjugate function f*

frt) = xeg{l)%f)‘xt — FO} \

(1t — f(x1)
(&) fr(t)




Fenchel Conjugate

* Every convex function f has a conjugate function f*

fr(t) = max {xt—f(x)}

xedom(f)

10t — 10 log 10

f(x) =xlogx

Something like
exponential?

fr(t) = exp(t = 1)

1t -1llogl=1t-0

N

0.1t -0.1log0.1




Fenchel Conjugate

* Every convex function f has a conjugate function f*
o (f¥)* =1
fr@) = LK f){xt — f(x)}

f(x) =xlogx ~—— f7(t) = exp(t —1)

fr(t) = Egnax(f {xt — xlogx}

g(x) = xt —xlogx Given t, find x maximizing g(x)
t—logx—1=0 x=exp(t—1)

ffW)=expt—1D) xt—exp(t—1)x(t—1) =exp(t—1)
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Connection with GAN
fr@&)= sup {xt—f(0)} —f(x)=

max _{xt — f*(t)}

xedom(f tedom(f™)
20 o
Df(PIIQ)— (x)f< )dx q(x) q(x)
x (x)
= Jr q(x) (tegg%c ){%t—f (ﬂ})
~ mlgle p(x)D(x)dx—j q(x)f*(D(x))dx
p(x)
D is a function Df(P”Q) = j a(x )<mD( ) =S (D(x))) dx

. . X
whose input is X,

and outputis t =jp(x)D(x)dx—J q(x)f*(D(x))dx

X X



Connection with GAN
D¢ (P||Q) zmglxjp(x)D(x)dx—f q(x)f*(D(x))dx

X X
= max{Eyp[D(x)] — Exo[f"(D())]}
Samples from P Samples from Q

Dy (PaatallP6) = Max{Ex-pq,q [DOO] = Exepg[f*(D(D))]}

Original GAN has
different V(G,D)

= arg mGjn mlng{Ex~pdat [D(x)] - x~P(;[ *(D(x))]}

G" =arg mGin Df(Pdata”PG)

= arg mGin max V(G,D) familiar? ©



Double-loop v.s. Single-step
G" =arg mGjn max V(G,D) » G* =arg ngin max V(6¢,0p)

e Original paper of GAN: double-loop algorithm
* In each iteration
* Given a generator 85, 85 = arg max V(o¢, QD)ll
D

 Update the parameters many times to find 67
e Update generator once: Inner Lgop
» 067t 06—V V (66, 65)
* Paper of f-GAN: Single-step algorithm Outer Loop

e In each iteration, given 8} and 6},

e L1 — 9L +nV, V(0L 6L :
zzﬂ ? Ve,V ( 2’ f)\One Backpropogation
° HG «— HG — T’VQGV(HG, HL)/




D¢ (PygtallPg) = maX{Ex~Pd el D ()] = x~PG[f (D(x))]}

Name Ds(P HQ) Generator f(u)

Total variation 2 [ |p(z) —q(z)|dx Tu—1]

Kullback-Leibler [ p(x) loh L gp dz wlog u

Reverse Kullback-Leibler [ ¢(x)log ggr% da —logu

Pearson y? | (Q(r)l) f) (2)? g, (u—1)2

Neyman y? | W dx | @

Squared Hellinger | (\/p(r) —Va(x) )2 da (Vu—1)°

Jeffrey f (p(2) — q(x)) log ( 8) dx (u—1)logu

Jensen-Shannon < [ p(x)log WZFT% + q(x) log % dx —(u+1)log 2 + ulogu

Jensen-Shannon-weighted [ p(x)7log T)f((f)ﬂq(l) + (1 —m)g(z)log ﬁp(x)f((fin)qm der  wulogu — (1 — 7w+ 7wu)log(l — 7 + wu)

GAN [ plx loh%+q( )loh% daz — log(4) wlogu — (u+ 1) log(u + 1)
Name Conjugate f*(1)
Total variation t

Kullback-Leibler (KL) exp(t — 1)

Using the f-divergence  rewencxe 1 log(~1)

Pearson > L2+
1 Neyman x> 2 —2/1—1t
yOu |Ike @ Squared Hellinger =
Jeffrey W(e't) + m +t—2
https://arxiv.org/pdf/1606.00709.pdf Jensen-Shannon —log(2 — exp(t))
Jensen-Shannon-weighted (1 — ) log +— 1= —c

GAN —log(1 —(xp(f))_



Experimental Results

* Approximate a mixture of Gaussians by single
Data KLD JSD

mixture

train \ test KL KL-rev JS Jeffrey Pearson
KL 0.2808 0.3423 0.1314 0.5447 0.7345
KL-rev 0.3518 0.2414 0.1228 0.5794 1.3974
JS 0.2871 0.2760 0.1210 0.5260 0.92160
Jeffrey 0.2869 0.2975 0.1247 0.5236 0.8849
Pearson 0.2970 0.5466 0.1665 0.7085 0.648
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Reference

* Martin Arjovsky, Soumith Chintala, Léon Bottou,
Wasserstein GAN, arXiv prepring, 2017

* Ishaan Gulrajani, Faruk Ahmed, Martin
Arjovsky, Vincent Dumoulin, Aaron Courville,
“Improved Training of Wasserstein GANs”, arXiv
prepring, 2017

* One sentence for WGAN: Using Earth Mover’s
Distance to evaluate two distributions

e Earth Mover’s Distance = Wasserstein Distance
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Earth Mover’s Distance

* Considering one distribution P as a pile of earth,
and another distribution Q as the target

* The average distance the earth mover has to move
the earth.

P Q




Earth Mover’s Distance

Smaller
distance?

Larger
distance?

—

There many possible “moving plans”.

Using the “moving plan” with the smallest average distance to
define the earth mover’s distance.

Source of image: https://vincentherrmann.github.io/blog/wasserstein/



Earth Mover’s Distance  sest “moving plans”

of this example

o e B (B
Q;L

There many possible “moving plans”.

Using the “moving plan” with the smallest average distance to
define the earth mover’s distance.

Source of image: https://vincentherrmann.github.io/blog/wasserstein/



9, Xq A “moving plan” is a matrix

The value of the element is the
amount of earth from one
position to another.

P Average distance of a plan y:
B = > ¥tx)l
XpXq
Earth Mover’s Distance:
Xp

W(P,Q) = min B()

moving plan y The best plan
All possible plan I1

B h.i

B




Why Earth Mover’s Distance?

nnnnnnnnnnnnn ight-sensitivi
cells cells
A FCOCAN |
/ 3
/ \\ \ 2
ol AARNGR- - . ' £
/" Ve ,‘ i
D¢ (PaatallPe) B
Nem-/“ NNNNN A
fibers fibers

Simple pinhole Eye with
comera-type eye primitive lens

¥

W(Pdata» PG)

do
PGO — Pdata ...... Pdata
]S(PG()» Pdata) ]S(PGloo’ Pdata)
= log?2
W (Ps,, Paata) W (P¢,,, Paata)



Back to the GAN framework
D¢ (PaatallPs) » W (Paata Pc)
= mgX{ExNPdat [D(X) x~PG [f (D(X))]}

W(Pdata: PG)

B DEl—rlrllizaD.)S(Chitz{Ex"’Pdat [D (x)] x“'PG [D (x)]}

Lipschitz Function 1—Lipschitz

If () — FODI < Kl — x5l
Output Input _ - B
change change 1—Lipschitz:

K=1for "1 — Lipschitz" - /\/

Do not change fast \/




Back to the GAN framework

W(Pdata» PG) k + d k

- D61—r{1i?9§chitz{EX~Pdata [D()] - Ex"’PG D (x)]}

D(x,) D(x,) Blue: D(x) for original GAN

=k +d S~ k Green: D(x) for WGAN
Pdata PG
d »
x1 xz
W (Pgata P ) =d WGAN will provide gradient

ID(x1) = D)l < llxg — x5l to push Pg towards Py,



Back to the GAN framework

K W(Pdata» PG)

- D61—r{1i?9§chitz{EX~Pdata [D()] - Ex"’PG D (x)]}

K
How to use gradient descent to optimize?

Weight clipping: No clipping
Force the weights w between c and -c

After parameter update, Clipping

if w> ¢, then w=c; if w<-c, then w=-c

We only ensure that
ID(x1) — D(x)I < Kl[xg — x|
For some K

Do not truly find function D maximizing the function




Algorithm of EERWACIA\\

* In each training iteration: No sigmoid for the output of D

Learning

D

Repeat
k times

*ISample m examples {x1, x?, ..., x™} from data distribution
Pyata(x)
*ISample m noise samples {z1, z?, ..., z™} from the prior
Pprior(z)
« |Obtaining generated data {¥1, ¥2, ..., ™}, ¥' = G(zi)
. Update discriminator parameters 6, to maximize

¢ 0, « Hd + 77\7V(9d) Weight clipping

0, <—9 —nVV(



https://arxiv.org/abs/1701.07875

CNN generator'

W-GAN GAN

CNN generator (no batch normalization, bad structure):

W-GAN GAN

GAN



Wasserstein estimate

Wasserstein estimate

35

35

MLP_512 — DCGAN
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Generator iterations

Generator iterations
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Vertical

W(Pdatw PG)
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Generator iterations

500000 600000 - x~P G [D (x )] }

https://arxiv.org/abs/1701.07875
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Improved WGAN

W(Pdata' PG)

- D61—r{1i?o§chitz{Ex~Pdata [DCo)] = Ex~p D (x)]}

A differentiable function is 1-Lipschitz if and only if it has
gradients with norm less than or equal to 1 everywhere.

D € 1 — Lipschitz “ IV,,D(x)|| < 1 forallx
W(Pdata) PG) ~ mDaX{ExNPdata [D (x)] T Ex~PG :D (x)]

Prefer ||V,.D(x)|| < 1 for all x ‘

—AEy P enarey [Max (0, [ D) — D]}

Prefer ||V,D(x)|| < 1 for x sampling from x~Ppenaity



Improved WGAN

W(Pdata» PG) ~ mSX{EvaPdata [D (X)] o Ex~PG [D (X)]
—AEx <P onarey [Max (0, [V D (x) || — 1)]}

P data PG

P penalty

“Given that enforcing the Lipschitz constraint everywhere is
intractable, enforcing it only along these straight lines seems
sufficient and experimentally results in good performance.”

Only give gradient constraint to the region between P;,¢, and P
because they influence how Pz moves to P4



Improved WGAN

W (Paata Ps) = mgX{EvaPdata [D(x)] — Ex~PG [D(x)]

AEyp, o, [ EDEH—D)
(17D @) - 1)

P data

Largest gradient in
D(x)f this region (=1) D(x) ‘

“One may wonder why we penalize the norm of the gradient for
differing from 1, instead of just penalizing large gradients. The
reason is that the optimal critic ... actually has gradients with norm 1

almost everywhere under Pr and Pg”
(check the proof in the appendix)

“Simply penalizing overly large gradients also works in theory, but
experimentally we found that this approach converged faster and to
better optima.”



https://arxiv.org/abs/1704.00028

Improved WGAN

Weight clipping Gradient penalty

—().02 —().01 0.0 0.01 0.02 =050 —().25 0.00 0.25 0.50

Weights Weights

8 Gaussians 25 Gaussians Swiss Roll

Weight clipping

Gradient penalty




DCGAN LSGAN Original Improved
WACTAYN WGAN
G: CNN, D: CNN

. o




DCGAN LSGAN Original Improved
G: MLP, D: CNN
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Sentence Generation

e good bye.

0 0 d <space> ...
0 0 1 1
0 0 0 0
1 1 0 0
0 0 0 1
Y

Consider this matrix as an “image”



Sentence Generation

* Real sentence

1 0 0 0 0
0 1 0 0 0 \
0 0 1 0 0 A binary classifier
0 0 0 1 0 can immediately
e Generated 0 0 0 0 1 find the difference.
/ No overlap
09|l01]||01]] O 0

0.1 0.9 0.1 0 0

Can never
be 1-of-N

0 0 0 |]|01]]09 WGAN is helpful




Improved WGAN successfully https://arxiv.org/abs/1704.00028

generating sentences

WGAN with gradient penalty
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More about Discrete Output

* SeqGAN
* Lantao Yu, Weinan Zhang, Jun Wang, Yong Yu, SeqGAN: Sequence
Generative Adversarial Nets with Policy Gradient, AAAI, 2017

* Jiwei Li, Will Monroe, Tianlin Shi, Sébastien Jean, Alan Ritter, Dan Jurafsky,
Adversarial Learning for Neural Dialogue Generation, arXiv preprint, 2017

* Boundary seeking GAN

* R Devon Hjelm, Athul Paul Jacob, Tong Che, Kyunghyun Cho, Yoshua Bengio,
“Boundary-Seeking Generative Adversarial Networks”, arXiv preprint, 2017

* Gumbel-Softmax
* Matt J. Kusner, José Miguel Hernandez-Lobato, GANS for Sequences of
Discrete Elements with the Gumbel-softmax Distribution, arXiv preprint,
2016

* Tong Che, Yanran Li, Ruixiang Zhang, R Devon Hjelm, Wenijie Li, Yangqiu
Song, Yoshua Bengio, Maximume-Likelihood Augmented Discrete Generative

Adversarial Networks, arXiv preprint, 2017
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. . ~ "
cl: adogisrunning x!: 4‘

COﬂdIthna‘GAN c2: a bird is flying D?ZE

» Text to image by traditional supervised learning

cl: a dog is running » NN » Image <«—

as close as
possible

Text: “train”

Target of
NN output



Conditional GAN

c: train »
G » Image x = G(c,z)
Prior distribution z »

It is a distribution.

Approximate the
distribution below

Text: “train”



Conditional GAN

c: train »
G » Image x = G(c,z)
Prior distribution z »

. . X is realistic or not +
X is realistic or not

c and x are matched or not
D \ ¢
x W |
(type 1)

scalar
Positive example: W

Negative example: Image

X

Positive example: (train,

Negative example:

(train, Image ) (cat,



Image-to-image

=

Labels to Street Scene

input output input output
Day to Night Edges to Photo
77NN
y N\
1
S TR
I|l fie )
- kb A
———
|
I/
output inpt output input output

https://arxiv.org/pdf/1611.07004



Image-to-image

* Traditional supervised approach

» NN » Image . JITIIE
as close as =
possible

Testing:

It is blurry because it is the
average of several images.

input



Image-to-image

* Experimental results
EEEEE I G
Z II'>

Testing:

input
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paired data

Unpaired Transformation
- Cycle GAN, Disco GAN

ia
]

. 2 RiTye
photo van Gogh

photo —»Monet : : winter —» summer



Cycle GAN

https://arxiv.org/abs/1703.10593
https://junyanz.github.io/CycleGAN/

Become similar

’ Input image
belongs to
domain Y or not

DomainY



Domain X

DomainyY
i -YV ' e » N\ D N

. @

Lack of information
for reconstruction

’ Input image
belongs to
domain Y or not

DomainY



Domain X DomainyY

scalar: belongs to
domain Y or not

scalar: belongs to
domain X or not -
_J Gyox L4

as close as possible




Unpaired Transformation
* http://qiita.com/Hi-
king/items/8d36d9029ad1203aac55

http://www.iis.ee.ic.ac.uk/cxiong/
database.html

TEEABRGREE2 AV


http://qiita.com/Hi-king/items/8d36d9029ad1203aac55

Unpaired Transformation
,\/\Eaﬂé N

e Using the code:
https://github.com/Hi-
king/kawaii_creator

* It is not cycle GAN,
Disco GAN



https://github.com/Hi-king/kawaii_creator
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— Discriminator

ReVieW - Data (target) distribution
Generated distribution

* Role of discriminator: lead the generator

! i ZTDW DOC)ZE é ;

D(x)

D(x)

When the data distribution and generated distribution is the same

The discriminator will be useless (flat).



Energy-based Model

* We want to find an evaluation function F(x)
* Input: object x (e.g. images), output: scalar (how good x
is)
* Real x has high F(x
gh F(x) x »

Evaluation »Scalar
* F(x) can be a network

Function

* We can find good x by F(x):
e Generate x with large F(x)

* How to find F(x)? //\ F(x)

real data



Energy-
based GAN

e We want to find an

evaluation function
F(x)

* How to find F(x)?

In the end ......

F(x)




Energy-based Model

* Preview: Framework of structured learning (Energy-based
Model)

ML Lecture 21: Structured Learning - Introduction

* https://www.youtube.com/watch?v=50YuOvxXEv8
ML Lecture 22: Structured Learning - Linear Model

* https://www.youtube.com/watch?v=HfPw40JPays
ML Lecture 23: Structured Learning - Structured SVM

* https://www.youtube.com/watch?v=YjvGVVrCrhQ
ML Lecture 24: Structured Learning - Sequence Labeling

* https://www.youtube.com/watch?v=09FPSqobMys



